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A piecewise-C1 path or a path for short is a continuous complex-valued piecewise
continuously differentiable function 𝛾 : [a, b] → ℂ such that 𝛾′(t) and all its one-sided
limits are never 0.

A path 𝛾 is closed if 𝛾(a) = 𝛾(b).

A path 𝛾 is simple closed if 𝛾(a) = 𝛾(b) and 𝛾 |(a,b] is injective.

Piecewise-C1 means that ∃ numbers t0 = a < t1 < · · · < tk = b such that 𝛾 |[tℓ−1 ,tℓ ] is C1 (up to
the endpoints) and its derivative is never zero.

Equivalently, 𝛾 is C1 on every (tℓ−1 , tℓ ), 𝛾′ is never zero, and

lim
t↑tℓ

𝛾′(t) lim
t↓tℓ

𝛾′(t)

exist and are never zero.

We also consider 𝛾 as a set, we write 𝛾 to mean 𝛾
(
[a, b]

)
.

E.g., we say 𝛾 is in U or 𝛾 ⊂ U if 𝛾
(
[a, b]

)
⊂ U.
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Example: Consider 𝛾 : [0, 4] → ℂ,

𝛾(t) =


t if t ∈ [0, 1],
1 + i(t − 1) if t ∈ (1, 2],
3 − t + i if t ∈ (2, 3],
i(4 − t) if t ∈ (3, 4].

t � 0 t � 1

t � 2t � 3

t � 4

Note, for example, on t ∈ (0, 1), 𝛾′(t) = 1, and so limt↑1 𝛾
′(t) = 1.

Similarly limt↓1 𝛾
′(t) = i, etc.
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Given a piecewise-C1 path 𝛾 : [a, b] → ℂ and a continuous function f on 𝛾, we define the
line integral (or path integral, curve integral, contour integral)∫

𝛾
f (z) dz def

=

∫ b

a
f
(
𝛾(t)

)
𝛾′(t) dt.

The RHS makes sense: The integrand is bounded and continuous except at finitely many
points, so Riemann integrable.

The definition makes sense even if 𝛾′(t) is zero somewhere.
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Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.

∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz

=

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt

= irn+1
∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



Example: Let 𝛾 : [0, 2𝜋] → ℂ given by 𝛾(t) = reit be the circle of radius r
oriented counterclockwise: 𝜕Δr(0).

t � 0
t � 2π

t � π
2

t � π

For n ∈ ℤ, we claim∫
𝛾

zn dz =

{
2𝜋i if n = −1,
0 otherwise.

First, 𝛾′(t) = ireit.∫
𝛾

zn dz =

∫ 2𝜋

0
rneintireit dt = irn+1

∫ 2𝜋

0
ei(n+1)t dt.

When n + 1 = 0, the integral is 2𝜋 and rn+1 = 1.

Other n are a calculus exercise.

Note that the value of the integral does not depend on r.



The definition is the same as the one you’ve seen in multivariable calculus,∫
𝛾

P dx + Q dy.

Just write dz = dx + i dy, which means writing 𝛾(t) = x(t) + i y(t):∫
𝛾

f (z) dz =

∫
𝛾

f (z) (dx + i dy) =
∫
𝛾

f (z) dx + i f (z) dy =

∫ b

a

(
f
(
𝛾(t)

)
x′(t) + i f

(
𝛾(t)

)
y′(t)

)
︸                              ︷︷                              ︸

f (𝛾(t))𝛾′(t)

dt.

In fact, if you also write dz̄ = dx − i dy, you can write any integral∫
𝛾

P dx + Q dy as
∫
𝛾

F dz + G dz̄

and vice versa (exercise).
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