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Because we have lots of tricks to compute c_1. We'll go over a few.
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Minor technicality: Why the symmetric limit is sufficient?
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